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Weather data

Design/Training matrix X
Target: cc +6 hours
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Recap: Visualizing Linear Regression

Design/Training matrix X , Target y
: rows are examples/instances, cols are features/attributes

High school approach: if there is only one feature,
plot points (feature, target) (so rows of X and y)
draw line that minimizes the sum of squares of ordinate

(along y−axis) distances
actual computations (differentiate) laborious and not really

insightful

Instead: visualize the columns of X , project y into column space of
X
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Recap: Columns of the design matrix

(above fig: X has 3 rows/examples and 2 columns/features)

caricature pictures like the above really help
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Recap: Linear Regression

Columns, Column space, Target
(above fig: X has 3 rows/examples and 2 columns/features

y is a numerical target for each example,
hence 3-coordinate vector

Xw traces all points in blue plane when w varies)
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Recap: Projection

Ordinary Least squares: Find w that minimizes the
training/mean-square-error ||y − Xw||2

minimizer: ŵ

Projection of y into column space of X : X ŵ,

where ŵ = (XTX )−1XT y
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Question

If you want to do linear regression with an intercept, ie model the
target as Xw + b1, how should you do it?

Center X and run regression without an intercept
compute b as difference between means of target and prediction

Why?
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Geometry isn’t enough

Any (independent) feature reduces training error
including a randomly generated column we can add to X

But clearly randomly generated columns cannot help in prediction
on test examples

Test/Generalization error isn’t captured by training error alone!
In notebook for class, we add enough additional features to

bring down training error to 0. But as expected, such an approach
does terribly.
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Regularization

Instead of finding minimum over all possible w of ||y − Xw||2,
restrict w to be in a special set of vectors.

LASSO (`1-regularization): Constrain ||w||1 < B
B is chosen by validation
LASSO successfully disregarded fake features in our notebook

example

Ridge (`2-regularization): Constrain ||w||2 < B
again, B is chosen by validation
Helps with stable solutions
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Weather data

Design/Training matrix X
Target: cc +6 hours

rows are examples/instances, cols are features/attributes
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Weather data

Design/Training matrix X
Target: cc +6 hours > .4

rows are examples/instances, cols are features/attributes
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Binary classification

How about we try linear regression (on the centered X ), but
interpret the categorical y as a numerical vector (one class gets
label 1 and another gets -1)

LinearRegression fits y ≈ X ŵ

To predict on a test example z, obtain dot product zT ŵ,
predict class label 1 if zT ŵ > 0, -1 else.

Is this “hack” any good?

Fisher Discriminant!
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Fisher Discriminant

n1 +1s (red) and n2 -1s (blue)
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Fisher Discriminant

Class means: m1 and m2

12 / 37



Fisher Discriminant

All points projected onto one line
Set threshold to be some point on the line for classification

Don’t like this line? No matter
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Fisher Discriminant

Take the points again and ...
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Fisher Discriminant

Project onto another line
Set threshold to be some point on the line

Which line is the best?
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Fisher Discriminant

Which direction? Let u be any vector (length 1, direction arbitrary)

Spread between class means:
(
uT (m1 −m2)

)2

We love matrices: the above is simply uTSbu,
where Sb = (m1 −m2)(m1 −m2)T

If you are not that adept with matrices, not to worry. We will practice it. Reading “matrix equations” properly is a

very useful skill in ML/AI. Once you acquire it, you can read something and figure out what the author was thinking

Bigger this spread, the better!
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Fisher Discriminant

Which direction? Let u be any vector (length 1, direction arbitrary)

Spread of projections within class 1:
∑(

uT (xi −m1)
)2

sum over all n1 red examples

Spread of projections within class 1:
∑(

uT (xj −m2)
)2

sum over all n2 blue examples
Total spread: sum over the two classes

We love matrices: the above is simply uTSwu,
where Sw = XTX − n1m1mT

1 − n2m2mT
2

If you are not that adept with matrices, not to worry. We will practice it. Reading “matrix equations” properly is a

very useful skill in ML/AI. Once you acquire it, you can read something and figure out what the author was thinking

Smaller this spread, the better!
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Fisher Discriminant

Which direction? Let u be any vector (length 1, direction arbitrary)

Maximize the spread between class means, while controling for
spread within classes

Formulation: max uTSbu subject to uTSwu = 1.

18 / 37



Fisher Discriminant

Turns out the solution to

Formulation: max uTSbu subject to uTSwu = 1.

is exactly to choose the vector along the linear regression solution

(XTX )−1XT y,

with y being the vector of class labels ±1
the values of the class label are important, you can’t have labels to be 1 and 0 for example.
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Fisher Discriminant

Can you figure out why the Fisher discriminant must coincide with
the linear regression solution?
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Weather data

Design/Training matrix X
Target: cc +6 hours > .4

rows are examples/instances, cols are features/attributes
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Logistic Regression

Generative approach

Very productive: probabilistic worldview
probability model for X and Y

Output is also randomized
Given some example x,

output is a probability distribution on labels
rather than one label

soft prediction
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Modeling X

Recall: each example (row) of X is a 16-coordinate vector
Visualize the space of all possible examples

of course unless you are an alien, it isn’t truly possible

but there is such a region in the 16-dimensional real vector space

Require a probability model
we need a probability model jointly for X and Y

but one step at a time

23 / 37



Modeling X

Recall: each example (row) of X is a 16-coordinate vector
Visualize the space of all possible examples

of course unless you are an alien, it isn’t truly possible

but there is such a region in the 16-dimensional real vector space

Require a probability model
we need a probability model jointly for X and Y

but one step at a time

23 / 37



Modeling X

Recall: each example (row) of X is a 16-coordinate vector
Visualize the space of all possible examples

of course unless you are an alien, it isn’t truly possible

but there is such a region in the 16-dimensional real vector space

Require a probability model
we need a probability model jointly for X and Y

but one step at a time

23 / 37



Modeling X

Recall: each example (row) of X is a 16-coordinate vector
Visualize the space of all possible examples

of course unless you are an alien, it isn’t truly possible

but there is such a region in the 16-dimensional real vector space

Require a probability model

we need a probability model jointly for X and Y

but one step at a time

23 / 37



Modeling X

Recall: each example (row) of X is a 16-coordinate vector
Visualize the space of all possible examples

of course unless you are an alien, it isn’t truly possible

but there is such a region in the 16-dimensional real vector space

Require a probability model
we need a probability model jointly for X and Y

but one step at a time

23 / 37



Modeling X

Recall: each example (row) of X is a 16-coordinate vector
Visualize the space of all possible examples

of course unless you are an alien, it isn’t truly possible

but there is such a region in the 16-dimensional real vector space

Require a probability model
we need a probability model jointly for X and Y

but one step at a time

23 / 37



Modeling X

Probability model on the space of all possible examples
depends on X categorical (discrete)/real-valued (continuous)
In our example, X is continuous
density of X alone is marginal

above: prob density just made up for illustration
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Modeling X

Probability model on the space of all possible examples for each
value of Y

for spacing reasons
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Modeling X and Y together

Probability model on the space of all possible examples for each
value of Y

conditional density of X given Y = 0 (alternatively Y = 1)

.25 + .75

=
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Modeling X and Y together

Probability model on the space of all possible examples for each
value of Y

conditional density of X given Y = 0 and Y = 1 resp.
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What probability model for conditional densities?

Rather than presuppose a form for the model, why not one with as
little additional assumptions as possible?

We have data corresponding to each label
average (expectation) of examples corresponding to Y = 0
(resp Y = 1)

Infinity of models whose expectation matches observed expectation
pick one that has “maximum entropy” among them
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Maximum entropy models

Information is quantified using probabilities
How many bits of information do you get when you observe a
random variable X?

Entropy of X , H(X ) calculated using X ’s probability
mass/density

when X is continuous, this is a white lie

Intuition behind model with maximum entropy: any model with
lesser entropy implicitly makes some assumption, which is why we
don’t get as much information when we observe a sample from this
model
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Math behind logistic regression

A detailed explanation is available on the class website.
You can take away a quantitative/qualitative understanding
Deliverables for this module:

Fill in mathematical details below or implement logistic regression
If you do both, a small prize from me

Submit writeup (handwritten/scanned ok) or code on Laulima
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Maximum entropy: Step 1

Training data: (xi , yi ), i = 1, . . . ,n. xi ∈ Rd , yi ∈ {0, 1}

Subject to E[X |Y = 0] = c0 for some c0 ∈ Rd , max entropy
conditional density given Y = 0 evaluated at x is

f (X = x|Y = 0) = exp(β
(0)
0 + β

(0)
1

T
x)

(explain how β
(0)
0 and β

(0)
1 can be determined in principle). We

handle f (X |Y = 1) similarly.

Since we have f (X |Y = j),
Bayes rule (using P(Y = j) for various j) yields P(Y = j |X )
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Maximum entropy: Step 2

Training data: (xi , yi ), i = 1, . . . ,n

Show that an unbiased estimate of E[X |Y = j ] is∑
i :yi=j xi

Nj
,

where Nj is the number of examples with label j .

Show that E[XP(Y = j |X )] = E[X |Y = j ]P(Y = j)
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Maximum entropy: Step 3

Monte Carlo estimate of E[XP(Y = j |X )] is∑
i

xiP(Y = j |xi )

Equate estimate of E[XP(Y = j |X )] above to the unbiased
estimate of E[X |Y = j ] and P(Y = j) to obtain the models for
P(Y = j |X )

Show that model above is exactly what you would get with logit
modeling of probs followed by maximum likelihood.

32 / 37



Principal Components Analysis (PCA)

A lot of things we eyeball in 2 or 3-d can be obtained by analyzing
the information matrix XTX
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Regular coordinates vs ...

The regular coordinate system may not be appropriate to represent
row (cols) of a matrix X

provides little insight
usually an arbitrary choice of measurements
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... X ’s own (eigen) coordinate system

XTX ’s eigenvectors capture the variance in rows
each direction ⇔ eigenvalue capturing its importance
all of XTX eigenvalues ≥ 0
higher eigenvalues: higher variance among rows
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Demo: faces

Small database of faces
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Principal Components Analysis

Not unlike our intuition
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